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1. [bookmark: _Toc477243271][bookmark: _Toc166599176][bookmark: _Toc196327681]Introduction
Many disasters have occurred in the world, especially Asia Pacific region has huge disasters in recent years, which are coursed by wide range of hazards such as earthquakes, floods, volcano eruptions, typhoons, and tsunamis. In the event of huge disasters, telecommunication infrastructure is usually affected and most telecommunications, including internet access, cannot be available. In order to save human lives when disaster occurs and public communication is black out, resilient telecommunication infrastructure, at least for local area in disaster affected area, are needed for the first responders, like police, firefighters, local governments, and hospitals to aim to share information and to provide communication.
The aim of this report is to introduce technical specifications and use cases on local-area resilient information sharing and communication systems for practical usage in APT member countries.

2. [bookmark: _Toc477243272][bookmark: _Toc166599177][bookmark: _Toc196327682]Scope
In general, resilient system with information and communication technology (ICT) has two technical meanings, which are resilience enhancement “of” ICT system and resilience enhanced “by” ICT system. In addition, network for information sharing can be classified into two categories, depending on who provides the network. One is a public network which is provided by communication common carriers, the other is a private network which is provided by the users themselves. This report mainly focuses on the resilience enhancement “of” ICT system with a private network, as local-area resilient information sharing and communication systems.
This report summarizes the systems and use cases for local-area resilient information sharing and communications for practical use in APT member countries.

3. [bookmark: _Toc477243273][bookmark: _Toc166599178][bookmark: _Toc196327683]References
[ASTAP-33/IW-01]:	Resilient information and communication technologies
[ITU-D Q5/2 Final Report 2017]:	Final Report on ITU-D Question 5/2 (2017 edition), Utilization of telecommunications/ICTs for disaster preparedness, mitigation and response
[ITU-D Q5/2 Final Report 2021]:	Output Report on ITU-D Question 5/2 (2021 edition), Utilizing telecommunications/information and communication technologies for disaster risk reduction and management
[APT/ASTAP/REC-02]:	APT Recommendation on Standard Specification Information and Communication System using Vehicle during Disaster
[APT/ASTAP/REPT-18]: APT Report on Disaster Information Sharing System in APT Countries
[APT/ASTAP/REPT-21]:	APT Report on Requirements of Information and Communication System Using Vehicle during Disaster

4. [bookmark: _Toc477243274][bookmark: _Toc166599179][bookmark: _Toc196327684]Abbreviations and acronyms
This Report uses the following abbreviations and acronyms:
3G	Third Generation mobile communication system
5G	Fifth Generation mobile communication system
AI	Artificial Intelligence
AP	Access Point
API	Application Programming Interface
ARIB	Association of Radio Industries and Businesses
BTS	Base Transceiver Station
CHAP	Challenge Handshake Authentication Protocol
DBMS	DataBase Management System
DCR	Digital Convenience Radio
DHCP	Dynamic Host Configuration Protocol
DMAT	Disaster Medical Assistance Team
DTN	Delay/Disruption Tolerant Network
EAP	Extensible Authentication Protocol
EAPOL	EAP over LAN
e-BPAS	Electronic Building Permit Archival System
eCall	vehicle emergency call system
FHIR	Fast Healthcare Interoperability Resources
EAP	Extensible Authentication Protocol
EAPOL	Extensible Authentication Protocol over LAN
EHR	Electronic Health Record
EMIS	Emergency Medical Information System
ERB	Ethernet Remote Bridge
ETC	Electronic Toll Collection
FILS	Fast Initial Link Setup
FWA	Fixed Wireless Access
HAPS	High Altitude Platform Station
ICT	Information and Communication Technology
ICT4D	center for Information and Communication Technology for Development
ID	IDentifier
IP	Internet Protocol
IoT	Internet of Things
ISP	Internet Service Provider
ISUT	Information Support Team
ITS	Intelligent Transport System
JGSDF	Japan Ground Self-Defense Forces
L2	Layer 2
LACS	Locally Accessible Cloud System
L-Alert	Disaster Information Sharing System
LAN	Local Area Network
LED	Light Emitted Diode
LMS	Learning Management System
LoRa	Long Range
LPWA	Low Power Wide Area
LTE	Long-Term Evolution
MTL	Multi-Task Learning
MSCHAPv2	MicroSoft CHAP version 2
NICT	National Institute of Information and Communications Technology
NOC	Network Operation Center
OFC	Optical Fiber Cable
OS	Operating System
PC	Personal Computer
POC	Proof Of Concept
PPP	Public Private Partnership
RADIUS	Remote Authentication Dial In User Service
SAT	SATtelite
SIP4D	Shared Information Platform for Disaster Management
SMS	Short Message Service
SNS	Social Networking Service
STA	STAtion
SW	Switch
TLS	Transport Layer Security
USB	Universal Serial Bus
V2X	Vehicle to X
VANET	Vehicular Ad-hoc NETwork
V-HUB	Information and communications system using vehicle during disaster
VICS	Vehicle Information Communications System
VLAN	Virtual Local Area Network
V-Low band	VHF Low band
VPN	Virtual Private Network
VSAT	Very Small Aperture Terminal
WAN	Wide Area Network
WLAN	Wireless LAN
X-FACE	eXtensible Front-line Augmented Communications Exchanger
X-ICS		Cross-agency Information Communication System

5. [bookmark: _Toc166599180][bookmark: _Toc196327685]Local-area resilient information sharing and communication systems
In the event of disasters, public telecommunication services might not be utilized in the disaster affected areas when telecommunication infrastructure is broken. Even in such situation, local area resilient information sharing and communication systems help to continue communication with first responders for disaster rescue operation and also between victims. Some examples of the systems were described in existing APT reports, [APT/ASTAP/REPT-18], [APT/ASTAP/REPT-21], and also discussed in ASTAP Industrial workshop in 2023, [ASTAP-33/IW-01]. This Clause provides the detailed use cases and practical implementations of local area resilient information sharing and communication systems.
5.1. [bookmark: _Toc196327686]NerveNet
5.1.1. [bookmark: _Toc166599182][bookmark: _Toc196327687]System overview
“NerveNet” is a local-area, Internet-independent, resilient information sharing and communication platform. The name was derived from a human nervous system since it works as a platform providing sensing, computing, and actuating functionalities. Main technical features of NerveNet are configuration of any physical topologies including mesh, availability of virtual private network (VPN) and multi-homing, automatic fast path switching in the Layer 2, and automatic data synchronization on each node because of distributed database management system across all the nodes. Therefore, the platform works as a multi-linked, multi-hop, layer-2, distributed network and data platform, providing resilient networking and distributed data processing.
The system is a kind of autonomous distributed ICT systems which has a system architecture with no single point of failure. As shown in Figure 5-1, it is basically composed of single or a plural of base nodes, which is called NerveNet base station. The NerveNet base station can basically consist of a general-purpose computer in which NerveNet OS is installed and any wire/wireless communication systems on the market. In addition, the system can drive with various electric power sources, such as commercial power, rechargeable battery, photovoltaic power, etc.

[image: テーブル, 部屋 が含まれている画像

自動的に生成された説明]
Figure 5-1: Overview of “NerveNet”

As shown in Figure 5-2, NerveNet OS is an all-in-one operating system based on Linux, which includes device management, network management including software L2 switch and distributed database management system (DBMS), system resource management, and virtual machine framework. Hardware L2 switches may be included in the system to speed up the switching speed. The NerveNet OS has capability to provide device access, terminal name and address resolution, security, data sharing and communication functions. NerveNet OS also provides various functions through a device framework software for the terminal applications. This device framework software helps terminal applications discover the connection and status of other terminals, synchronize data with the base stations, and establish a peer-to-peer direct communication link between the terminals without using any support of the Internet or servers in a global cloud. Various terminal devices, such as user devices (PC, tablet, smartphone, etc.) and Internet of things (IoT) devices, can be accommodated as IP routers even if the framework software is not included.

[image: ]
Figure 5-2: Conceptual configuration of NerveNet OS

5.1.2. [bookmark: _Toc166599183][bookmark: _Toc196327688]Major capabilities
· Resilience of platform itself
It enables information sharing and communication platform to continue working even when a part of platform becomes unavailable since the system architecture has no single point of failure. For example, data relay and sharing allow users to distribute messages from their terminals to others in an efficient and reliable way based on reliable frame flooding and database synchronization among NerveNet base stations.
· Use of general-purpose server
It enables not only cost reduction of system deployment and maintenance but also smooth migration to new equipment because of softwarization of NerveNet system, that is, NerveNet OS.
· Sustainability of service offering (Local cloud)
It enables end users who are connected to the local platform to enjoy sustainable service from the local platform even if global cloud services are unavailable because of inclusion of application server function within the local platform. For example, users can make phone call and use messaging without the use of the Internet because necessary functions such as addressing, name address resolution function, discovery, and call setup are all included.
· Possibility of battery operation
It enables the platform to continuously supply information sharing and communication service in the event of a commercial power outage.
5.1.3. [bookmark: _Toc166599184][bookmark: _Toc196327689]Use cases
5.1.3.1. [bookmark: _Toc166599185][bookmark: _Toc196327690]Resilient town network in tsunami-hit Onagawa town
The great earthquake and tsunami hit this town in Miyagi prefecture of Japan March 2011. Four base nodes (now five) are interconnected via Wi-Fi (see Figure 5-3). Voice communication without public telephone network is made possible only by the NerveNet. It also provides remote monitoring of tide height of Onagawa bay and flood nearby it, allowing town hall staff to monitor flood area safely and making it easy to determine when to announce “no entry to the area”.

[image: ]
Figure 5-3: Resilient town network built in Onagawa, Miyagi, Japan

5.1.3.2. [bookmark: _Toc166599186][bookmark: _Toc196327691]Resilient town network in preparation for anticipated earthquake and tsunami in Shirahama town
Shirahama town in Wakayama prefecture of Japan has a NerveNet system with11 base stations interconnected via Wi-Fi and long-distance microwave links, providing free Internet access to residents and tourists at five Wi-Fi areas including the whole beach (see Figure 5-4). The town also installed a surveillance camera for monitoring tide height and tsunami. Two of eleven base stations work as gateway to the Internet.
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自動的に生成された説明]
Figure 5-4: Resilient town network in Shirahama, Wakayama, Japan

5.1.3.3. [bookmark: _Toc166599187][bookmark: _Toc196327692]E-education platform in Cambodia rural areas
Solar-powered, raspberry-pi based base stations configures NerveNet in a very remote area where 3G coverage has been very limited yet (see Figure 5-5). Once contents are copied from a server in Phnom Penh to a gateway node located in 3G coverage, then they are shared with others via Wi-Fi basically. Using distributed database synchronization capability, education and examination contents can be delivered and shared. Examination results collection and scores can also be shared via the same system. The capability of using inexpensive common devices could motivate local people to make and operate the network by themselves, building sustainability.
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自動的に生成された説明]
Figure 5-5: Content sharing network towards SchoolNet

5.1.3.4. [bookmark: _Toc166599188][bookmark: _Toc196327693]Disaster Monitoring using Artificial Intelligence (AI) and NerveNet
When disasters happen, an efficient rescue operation requires the detected disaster type and number of victims. A straightforward approach would be deploying two single-task AI models that perform the disaster classification and victim detection separately, as shown in Figure 5-6(a). The same image serves as an input to two separate models, which extract features via individual convolutional layers for accomplishing Task 1: Victim Detection and Task 2: Disaster Classification, respectively. For Task 2, it can recognize disasters such as fire, hurricane, flood, earthquake and landslide. Such approach is ill-suited for IoT applications due to high memory footprint and computing power. A better solution would be using a multi-task learning (MTL) model, as displayed in Figure 5-6(b). MTL merges these two models into one unified model by sharing backbone layers. The two head models which are branched from the backbone, execute Task 1 and Task 2, respectively. The advantages of using the MTL model are listed in Figure 5-6(c).
As compared to the conventional AI model, the MTL model has lesser memory requirements in terms of parameter size, while preserving the same detection-related performance. The ability to distinguish disasters on top of a victim-detection model does not jeopardize the classification performance. The reason is that the MTL model has a denser network to learn Task 2 better, which produces higher disaster classification accuracy. The MTL model also has faster inference speed due to smaller model size.
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Description automatically generated]
(a)                                                                           (b)
(c)
Figure 5-6: (a) Conventional AI model, (b) multi-task learning AI model, and (c) advantages of using multi-task learning model

Figure 5-7 shows the implementation of MTL model in a low-powered IoT device (Raspberry Pi). The MTL model is loaded into an AI accelerator which is plugged into the Raspberry Pi. Long-range USB Wi-Fi adapter is used to establish the NerveNet wireless links.
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(a)                                                                    (b)
Figure 5-7: Raspberry Pi: (a) front view and (b) rear view

[image: 男 が含まれている画像

自動的に生成された説明]Figure 5-8 shows the inference output of the MTL model at different areas.

(a)                                                                         (b)
Figure 5-8: (a) Flood and (b) earthquake. The joint disaster classification and victim count prediction are labeled at the top left corner of the input images

Considering that communications infrastructure may be destroyed during disaster, resilient networking is attained by implementing the NerveNet testbed as shown in Figure 5-9. The wireless links of the NerveNet are established using the Ethernet remote bridge (ERB) feature. Each ERB link is static and defined with a collection of configuration files included in the NerveNet distribution. To avoid the Wi-Fi interference, a different channel is assigned for each NerveNet link. For Wi-Fi channel 36, the link is established using directional antennas for long-distance transmission. The Raspberry Pi and mini PCs as shown in Figure 5-7 act as the portable and static NerveNet nodes, respectively.
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Figure 5-9: NerveNet testbed

Figure 5-10 displays the working flow of the disaster monitoring solution. The Raspberry Pi captures video data from camera and executes inference with the MTL model. Once the detection result for every particular video frame is obtained, rolling average prediction is applied to reduce prediction flickering. If disaster is detected, it will check whether the detection result is same as the previous one. If no disaster is detected, the number of detected victims and type of disasters are saved as text information. Concurrently, the screenshot consisting of the detected video frame is stored as an image. Both text and image will be synchronized to all NerveNet nodes via Wi-Fi. The monitoring process of portable NerveNet node continues capturing new video frames.
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Description automatically generated]
Figure 5-10: Working flow of disaster monitoring

5.1.3.5. [bookmark: _Toc196327694]Local network infrastructure using fiber and FWA in Nepal
Much of Nepal's land is mountainous, and there are numerous villages where even roads, electricity, and drinking water supply, let alone communications, are not adequately developed. Dullu Municipality, which the Government of Nepal selected as the implementation and demonstration site for the project, comprises of 13 administrative Wards and is located in Dailekh District of Karnali Province. Dullu is located approximately 650 km west of the nation’s capital, Kathmandu. Ithas approximately 6,900 households and 45,000 people.
Dullu can be reached by flying into Surkhet, its nearest airport, from Kathmandu followed by an approximately 4 to 5 hour (depending on weather conditions and seasons) off-road drive (Figure 5-11). The Human Development Index (health, education, etc.) of the region is remarkably low even by Nepalese standards. Because it is a hilly region, it is also prone to natural hazards such as forest fires, floods, and landslides. With regard to medical care in particular, there is one District Hospital capable of performing simple surgeries for the entire population of Dailekh District, including Dullu, which has to population of about 260,000 people. Because patients must travel for hours—even days in some cases—to reach this hospital, it is unable to serve emergency cases.
The purpose of this project was to provide services related to Governance, Health, and Education to service seekers in Dullu Municipality and nearby areas. The major Points of Service Delivery, e.g. Municipal Office, Selected Ward Offices, and Hospital were connected with ITU-T L.1700/L.110 standard-compliant optical fiber cables (OFC) (Figure 5-12) that are highly environmentally resistant and suitable for sparsely populated areas. This service delivery was augmented by a distributed application environment by deploying NerveNet, a disaster-resistant communications and information platform technology that National Institute of Information and Communications Technology (NICT) of Japan has researched, developed, and deployed in fields for offering practical application services.
The same environmentally resistant OFC had already been laid between some of the major points in the preceding APT project (2019–2020), so the initial plan for this project was to extend and expand the range of the existing network. However, during the site visit in December 2022 inspect, the direct burial cable alongside the roads were found to have been cut in multiple locations. This was due to the emergency civil reconstruction work that was performed right after landslides of October 2022. As a result, it was decided to lay the new OFC Network using existing roadside electricity/utility poles, and on some routes the OFC have been laid exposed on the ground through mountain areas where there is almost no vehicular traffic and minimal human trails.
The layout was successfully completed by end of February 2024. The NerveNet devices were deployed at three locations: (i) Municipality Head Quarter, (ii) Dullu Hospital, and (iii) Ward 13 Office.
The team members confirmed that applications utilizing NerveNet's data synchronization function could be run locally even without an Internet backhaul connection. Local implementation team (ICT4D, Nepal) members also developed and implemented three cloud applications, which were parts of the APT Project. These are (i) Electronic Health Record (EHR) system which is FHIR compliant, (ii) Electronic Building Permit Archival System (e-BPAS); iii. Moodle, which is a Learning Management System (LMS) to facilitate learning in major local public schools (Figures 5-13 to 5-16).
The network constructed for this project was handed over free of charge to Dullu Municipality and is being operated under a Public Private Partnership (PPP) model. The PPP model is based on the understanding that there is project cooperation with a private Internet Service Provider (ISP) company. Dullu Municipality has leased the network to a Private ISP for the next 20 years, and the ISP will use the network as an access line while employing local personnels for operations and maintenance to ensure profitability and sustainability. The ISP has to provide service at a fixed low cost to Government, Health, and Education institutions in return for the long term lease of the network infrastructure.

[image: ]
Figure 5-11: Location of Dullu Municipality and overall structure of the network

[image: ]
Figure 5-12: ITU-T L.110 environmentally resistant optical fiber cable (Left), and installation work (Right)
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Figure 5-13: Moodle Learning Management System
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Figure 5-14: Patient Information Broadcast over NerveNet
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Figure 5-15: Electronic Health Record Implementation and Training

[image: D:\2_Active Projects\2_APT_Dullu_2020_2021\Application Development\Archival System\Archival System Screenshots\Dashboard.PNG]
Figure 5-16: Electronic Building Permit Archival System (e-BPAS) Dashboard

a) NerveNet Implementation at Dullu Municipality
The NerveNet implementation at Dullu was focused on mainly being able to broadcast data between Base Station Nodes. The selection of the three locations, i.e., Ward 13, Dullu Hospital, and Municipal Headquarters was taken mainly to ensure EHR Application data was effectively replicated to both the Hospital and Dullu Municipality Office in case of Disaster or Near Disaster Events.
Dullu Ward 13 Office is located at one extreme of Dullu Municipality and is the remotest Ward in terms of connectivity. Travel by vehicle usually takes 90 minutes during dry season and is usually much worse during monsoons. Location selection was based on Disaster Communication requirements which are to ensure Emergency/Near Emergency message delivery of between essential Services Delivery (e.g. Dullu Hospital) and Government Office (e.g. Municipality) as focal point for Disaster Management.
There EMR system was tested at Proof of Concept level with patient data being replicated at other two locations. With N=3, the application at N-2 Locations were able to access patient data with no access to the Cloud Application.
The project team also tested basic Sensor Data broadcast over NerveNet Platform. This is still being researched at ICT4D Labs. The current endeavor is to be able to integrate Public LoRaWAN IoT with NerveNet platform.
In Dullu Project, NerveNet, a unique local cache and communication system, developed by NICT, Japan has also been deployed based on Edge Routing Systems along with ongoing installation and testing with integrating with LoRaWAN IoT systems. Currently the test includes synchronizing a Proof of Concept (POC) Patient Management System across three locations within Dullu. These are Municipality, Hospital, and Ward 13 which is the farthest and most difficult to reach Ward from Center of Dullu Municipality.
One unique achievement in the NerveNet Implementation at Dullu was the ability to transcend multiple VLAN ID which were created in a hybrid network environment. 
For example,
1. Base Station 1 and Base Station 2 were on a direct OFC mesh link
2. Base Station 1 and Base Station 3 were on Wireless Point to Point and OFC mesh link
3. Municipality NOC, Dullu Hospital, and Ward 13 had different ISP as the main internet provider
The testing between these Base Stations was POC that NerveNet works in multi-hop hybrid environment with multiple ISP providers.
An interactive map of the Dullu Project is available here: https://dullumap.vercel.app/
5.1.3.6. [bookmark: _Toc196327695]Smart village network in a tea-productive region in Sri Lanka
The recent unexpected acceleration of climate warming has resulted in the occurrence of many disasters caused by natural hazard in worldwide. Sri Lanka is no exception to this emerging phenomenon. It has experienced extreme weather conditions such as floods, landslides and droughts. While it is impossible to prevent all these disasters, the use of ICT can reduce the risk of damage and loss of homes, property and lives.
Through the project “Feasibility Study to Establish a Comprehensive "Sensor Based End to End Early Warning System" for Hydro-Meteorology Induced Disasters in Sri Lanka, Utilizing "Resilient Communication System" for Effective Disaster Management” under APT’s International Collaborative Research (Category-I) in 2018, it was founded that not only disaster prevention, but also assistance to the elderly persons and pregnant women is needed, which led to the creation of a smart village concept using NerveNet based disaster resilient distributed area communication network. 
An “Elpitiya Estate” in Gampola, 10 km away from Peradeniya, Kandy city, was selected for the deployment of the system (see Figures 5-17 to 5-23). It consists of ten “LoRa NerveNet” base stations running on Raspberry Pi with LoRa interface. LoRa NerveNet enables novel multi-hop data relaying and sharing of up to ten hops using proprietary private LoRa technology, which is not available with LoRaWAN. Ten base stations have the same basic components, but they have variations in the sensors that can be attached: loudspeaker, weather sensor (outdoor and indoor of a tea factory), push button for elderly person, push button for pregnant woman, and river water level sensor. The backup batteries at each base station use a floating charging method that uses solar power or commercial power. This ensures that the batteries are always fully charged when possible, ensuring stable system operation even in areas with unstable power sources.
The installed system is being used for multiple purposes. Inside the tea factory, oxygen and weather sensors were installed to measure oxygen concentration, temperature and humidity, which are essential for tea production, and to accumulate data for use in the production of high-quality tea. The outdoor speakers not only accept voice input to call for evacuation, etc., but also automatically convert the input text into speech and amplify it. Finally, the emergency call button, which is designed for the elderly and pregnant women as users, allows the alert to be received by the nearest NerveNet station when the button at hand is pressed, propagating through each NerveNet station in a multi-hop manner to reach the Elpitiya Key Station, where it is also received by the Base Server connected to the Internet. It is notified to pre-registered family members via email or SMS.

[image: ]
Figure 5-17: System layout
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Figure 5-18: System configuration

[image: 屋内, 小さい, テーブル, 座る が含まれている画像
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Figure 5-19: Core hardware component

[image: コンピューター関連の機械

AI によって生成されたコンテンツは間違っている可能性があります。]
Figure 5-20: A set of indoor equipment

[image: ]  
Figure 5-21: An example of outdoor installation
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AI によって生成されたコンテンツは間違っている可能性があります。]
Figure 5-22: Attached devices
(left: weather sensor, center: outdoor loud speaker, right: oxygen sensor and weather sensor)

[image: コンピューターのスクリーンショット
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AI によって生成されたコンテンツは間違っている可能性があります。]
Figure 5-23: Screenshots of applications
(left: visualizing weather sensor data, right: visualizing emergency call by pushing button)

5.2. [bookmark: _Toc166599189][bookmark: _Toc196327696]Die-Hard Network
5.2.1. [bookmark: _Toc166599190][bookmark: _Toc196327697]System overview
“Die-Hard Network” is a network system including server function or its concept which is hard to break and toughly survivable with various communication methods. As shown in Figure 5-24, main technical features of “Die-Hard Network” are control of application services with various communication methods and automatic data synchronization by carrying network node devices under communication blackout, and service continuity in standalone mode. These features make the network configuration relatively free and dynamically reconfigurable. Therefore, Die-Hard Network can also work as a local-area, Internet-independent, and resilient information sharing and communication platform.

[image: ]
Figure 5-24: Main technical features of “Die-Hard Network”

The system is a kind of autonomous distributed ICT systems including a store-carry-forward network, which is, for example, supported by vehicles. It basically consists of several edge servers and communication networks such as digital convenience radio (DCR), low power wide area (LPWA), long-term evolution (LTE), Wi-MAX, and Wi-Fi. For the store-carry-forward network, IEEE802.11ai (FILS: fast initial link setup) [1] is a strong candidate for transmitting more data within a short connection time. Figure 5-25 shows a conventional initial link setup and FILS used for “Die-Hard Network”.
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Figure 5-25: Conventional initial link setup and FILS used for “Die-Hard Network”

5.2.2. [bookmark: _Toc166599191][bookmark: _Toc196327698]Major capabilities
· Links between distributed on-premises systems
It enables network nodes to autonomously share and synchronize data and other information with each other, sharing it between distributed systems at different locations.
· Utilization of heterogeneous communication systems
It enables usage of various communication technologies for connections between nodes, combining available means of communication and using them according to their various characteristics from the application level.
· Proactive use of mobile resources
It enables each node to add and update data independently, without assuming a constant connection with other nodes, sharing, and synchronizing data between devices only when mobile devices are nearby, and using them as a means of storing and transporting information.
· Authentication and access control in distributed environments
It enables only authenticated users and terminals not only to connect each node but also to access and process the confidential information stored and managed in the node, which are such as personal data, certificate of residence, medical card data, trade secret, etc.
5.2.3. [bookmark: _Toc166599192][bookmark: _Toc196327699]Use cases
5.2.3.1. [bookmark: _Toc196327700]Application to disaster response headquarters for local government
As shown in Sec.5.2.1., “Die-Hard Network” system enables workers to continuously use their systems, even under communication blackout due to disasters, and enables sharing of information between workers in various remote locations and organizations Figure 5-26 shows a typical example of the “Die-Hard Network”, applied to disaster response management in a local government. In this example, DCR is used for long distance communication and Wi-Fi is used for high data rate communication. Even in the time of communication blackout, Wi-Fi with the FILS function is also used for realizing DTN. The examples of Japanese implementations include the Kochi-City Fire Department Disaster Operations System and the Konan-City Disaster Response Information Communication and Management System.
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Figure 5-26: Typical example of “Die-Hard Network”

5.2.3.2. [bookmark: _Toc166599193][bookmark: _Toc196327701]Portable SIP4D
Shared Information Platform for Disaster Management (SIP4D) is an information sharing system for mutual distribution of disaster prevention information across organizations, with the ability to collect information needed for disaster response from diverse sources, convert it into an easy-to-use format, and distribute it quickly [2], [3]. The governmental Basic Disaster Prevention Plan of Japan describes that SIP4D is to be used to enable the centralized collection of various disaster-related information and its rapid sharing with disaster reduction agencies. It can be accessed from anywhere via the public communication networks, since it is a cloud-based system built in a data center. Various ministries, designated public institutions, and local governments input information to it and output information from it via the Internet. In particular, in the event of a large-scale disaster, the information aggregated in SIP4D is superimposed on maps, analyzed, and displayed by the Information Support Team (ISUT), which is organized mainly by the Cabinet Office in charge of disaster management, to support decision-making in the government's disaster response headquarters. However, SIP4D cannot be used if the public telecommunications network blackout occurs. In other word, disaster response teams users might not use the SIP4D in the event of a large-scale disaster.
To solve this problem, the portable SIP4D has been invented and been developing. The portable SIP4D is a system that can gather and/or deliver disaster-related information with SIP4D in the style of bucket bridge using private communication systems, even in areas where the public communication networks become disabled due to a disaster. Figure 5-27 shows an example of usage of portable SIP4D. It basically consists of a SIP4D proxy and a SIP4D utilization system. The SIP4D proxy can be realized with a Die-Hard Network device. Figure 5-28 shows a configuration example of a portable SIP4D and an operating terminal. The portable SIP4D has a portable communication device with the ability to store, search and retrieve information managed in SIP4D, and can be used as if it were connected to SIP4D via the public communication infrastructure networks by bringing the device to an area where communication is disrupted. Furthermore, when the devices approach each other, they automatically update and share the latest information with each other, enabling the devices to be carried around and deliver information in the style of bucket bridge to remote locations such as disaster response headquarters, even in areas where public communications have been disrupted.
It is noted that the SIP4D application must always issue an information ID at the SIP4D server in order to use the information that should be newly registered to SIP4D. In other words, information registered in the SIP4D Proxy has not been assigned an information ID by the SIP4D server, and therefore cannot be retrieved or referenced in any SIP4D Proxy until an information ID is assigned by the SIP4D server.
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Figure 5-27: Example of usage of portable SIP4D
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Figure 5-28: Configuration example of portable SIP4D and operating terminal

5.2.3.3. [bookmark: _Toc196327702]Cross-agency Information and Communication System (X-ICS)
Cross-agency Information Communication System (X-ICS) is a more advanced version of the Die-Hard Network, and an information sharing and communication system designed to enable information sharing among multiple disaster response agencies even in environments where communication is disrupted, such as during large-scale disasters. In Japan, “agency” refers to the actual organizations in charge of disaster management, such as the police, fire department, Japan Ground Self-Defense Forces (JGSDF), Japan Coast Guard, and Disaster Medical Assistance Team (DMAT). The system is equipped with multiple components, including public communication networks for internet access and wireless LAN devices for ad-hoc device-to-device communication between X-ICS units. Figure 5-29 shows an overview of the X-ICS.
When multiple internet connections are available, X-ICS aggregates the connections to maximize communication bandwidth by multipath technology. If some of the connections become unavailable, the system maintains internet connectivity using the remaining available connections. In scenarios where all internet connectivity is lost, that is, a communication blackout occurs, X-ICS includes an integrated server to continue providing application services to users. The server supports distributed databases and file synchronization mechanisms, like NerveNet shown in Sec. 5.1.. Therefore, X-ICS enables information replication and sharing across multiple units, even in disconnected environments, without relying on the internet. As a result, the application keeps working under a communication blackout area, where X-ICS works as an asynchronous data sharing system. If the connection to the cloud is severed, the system ensures service continuity using local data. Figure 5-30 shows implementation examples of X-ICS hardware.
It is noted that each SIP4D application can share information by using X-ICS application programming interface (API) without using SIP4D or SIP4D Proxy.
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Figure 5-29: Overview of X-ICS
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(a)                                                       (b)
Figure 5-30: Implementation of X-ICS hardware: (a) Functional evaluation model and (b) prototype for on-vehicle installation

The X-ICS can provide not only the features listed in Sec. 5.2.2., but also the following capabilities.
· Multipath technology as flexible link aggregation
It enables not only to maximize communication bandwidth if multiple internet connections are available but also to maintain internet connectivity using the remaining available connections even if some of the connections become unavailable.
· Asynchronous data sharing
It enables to share information among the nodes within communication blackout areas.

a) Michinoku ALERT 2024
From November 15 to 17, 2024, a large-scale exercise “Michinoku ALERT 2024” was held by the JGSDF. During the exercise, the data synchronization feature of X-ICS was utilized to enable successful bi-directional information sharing between rescue teams operating in disaster-affected areas where public communication was disrupted and personnel at the command center had Internet access. Specifically, the exercise involved distributing evacuation information based on tsunami forecasts from SIP4D on the internet to the disaster site, where public communication was unavailable, and sharing updates from the disaster site with SIP4D. (see Figure 5-31)
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Figure 5-31: Overview of Michinoku ALERT 2024

b) Nankai Rescue 2024
On January 14, 2024, a large-scale disaster response exercise “Nankai Rescue 2024” was held by the JGSDF. The training with X-ICS was held in the vicinity of Camp Senzo and Camp Itami, Hyogo Prefecture and Nanki-Shirahama Airport, Wakayama Prefecture. To demonstrate the interoperability between the X-ICS and local 5G systems, the Itami and Senzo Garrisons conducted a successful demonstration after adapting the X-ICS to the local 5G-specific connection method, etc. in advance. A training exercise was conducted in which X-ICS units installed at two garrisons and X-ICS unit mounted on a vehicle were connected via local 5G to synchronize data. As the vehicle traveled between the garrisons back and force, information was shared between the locations. In the area surrounding Nanki-Shirahama Airport, a wide-area medical transport coordination drill was conducted. A temporary X-ICS units were brought in and interconnected with the NerveNet system operated by Shirahama Town to establish a network. This enabled seamless information sharing between the DMAT, the JGSDF, and the Shirahama Fire Department. As part of the information-sharing training, a medical coordination drill was conducted using the Emergency Medical Information System (EMIS). Additionally, a triage information-sharing exercise was carried out utilizing a smartphone application. (see Figure 5-32)
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Figure 5-32: Overview of Nankai Rescue 2024

5.3. [bookmark: _Toc166599194][bookmark: _Toc196327703]Locally Accessible Cloud System (LACS) and eXtensible Front-line Augmented Communications Exchanger (X-FACE)
5.3.1. [bookmark: _Toc166599195][bookmark: _Toc196327704]System overview
5.3.1.1. [bookmark: _Toc196327705]LACS
“LACS” is a locally accessible cloud system, which provides cloud-based services at a local level regardless of the circumstances. LACS is also capable of providing the key features of a cloud-based system [4], [5]. LACS differs from a typical edge node system as it functions as a stand-alone local system and does not need to send its processed outputs to a central server, which is common for most edge nodes. However, it can also operate as part of an edge computing system if connected to the internet. Figure 5-33 illustrates the main concept of LACS across the application and network layers. 
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Figure 5-33: Main concept of “LACS”

LACS functions as an information hub in environments where communication is disrupted, providing services such as disaster information broadcasting, bulletin boards, information sharing as a social networking service, bi-directional communication through messaging services, voice/video conferencing, file sharing, and more. LACS is comprised of a compact server, Wi-Fi Access Point, Battery and peripheral devices (see Figure 5-34). It provides basic cloud communication functions including information broadcasting, information sharing, and bi-directional communication among users. However, the service area for these functions is limited to ａsmall, surrounding area of the LACS. It also enables the transmission of large size contents in the forms of text, voice, moving pictures, and still image, As shown in Figure 5-35, LACS is useful in day-to-day usage in the fields of e-Governance, education and health. The users access the server from their smartphones or tablet terminal via Wi-Fi to use the provided services.
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Figure 5-34: LACS protype
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Figure 5-35: Cloud-based – Local-LACS setup in normal and disaster situation

5.3.1.2. [bookmark: _Toc196327706]X-FACE
The eXtensive Front-line Augmented Communications Exchanger, called X-FACE, is a portable, standalone system that allows nearby users to manage disaster information locally with their everyday network devices, such as smartphones, even during network service disruptions. X-FACE consists of an edge computing node and user devices connected to the node. The node is a portable, standalone system, similar to LACS, which houses a small server, Wi-Fi access point, and battery within a portable case, providing local communications and social networking functions for information management. The system has been developed to enable first responder teams to handle disaster information during their activities, including investigation, search, rescue, and direction guidance. These functions can be accessed on X-FACE using network devices, such as smartphones and tablets. The edge computing node can flexibly extend its coverage area by connecting to other edge computing nodes, thereby forming a local emergency communication network. Figure 5-36 shows the prototype of X-FACE installed with a solar panel.
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Figure 5-36: X-FACE installed with a solar panel for power supply

Figure 5-37 shows the architecture of X-FACE. It comprises the edge computing platform, AI-based information processing, and three network interfaces that form an edge computing network: the access network, the wide-area network, and the inter-node network. The access network connects user devices to an edge computing node, forming a user network coverage. The network architecture of X-FACE is shown in Figure 5-38, The wide-area network connects the edge computing node to the Internet and other systems. The inter-node network forms an X-FACE network to flexibly extend the geographical coverage of the entire system using multiple edge nodes. The elasticity of the inter-node network allows us to adapt the edge computing network to the activities of first responders. Figure 5-39 shows an example of a smartphone display when X-FACE is accessed. Some of the functions displayed on the screen include GIS, Emergency SOS, Alerts, Call, Message, Feeds, and Pages. These functions allow users to perform various activities.
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Figure 5-37: X-FACE architecture

[image: ダイアグラム

AI によって生成されたコンテンツは間違っている可能性があります。]
Figure 5-38: X-FACE network architecture
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Figure 5-39: Example of smartphone display when accessing X-FACE

5.3.2. [bookmark: _Toc166599196][bookmark: _Toc196327707]Major capabilities
· Bi-directional communication function
It enables person-to-person bi-directional communication tool by providing a means of fast restoration of communication services in areas affected by the disaster using ICT systems.
· Broadcasting of information
It enables information broadcast via the bulletin board which can be accessed by the public. Important information from local authorities, firefighting, public agencies such as the police and individuals can be accessed irrespective of registration status on the system.
· Service availability and communication restoration
It enables the gradual restoration of the interconnection between local clouds and the Internet connection depending on the restoration status of the communication infrastructure.
· Automatic synchronization between cloud-based LACS and local LACS
It enables a network connection, which can automatically synchronize data between two or more LACSs.
5.3.3. [bookmark: _Toc166599197][bookmark: _Toc196327708]Use cases
LACS and X-FACE can be utilized to establish community networks in rural areas lacking internet connectivity. These devices serve as vital tools for bridging the digital divide and strengthening community resilience. The use cases of LACS and X-FACE are outlined below.
5.3.3.1. [bookmark: _Hlk194511361][bookmark: _Toc196327709]Application of LACS to e-Education in a remote island
LACS is a versatile system capable of delivering a wide range of services during disasters as well as in everyday life. Services such as e-education, telemedicine solutions, and other disaster-related applications are supported by LACS. It allows users to access services, applications, and network functions, especially in a disaster scenarios where communication infrastructure may be compromised. LACS is also used as an educational tool, enabling teachers or schools to prepare and share educational materials that students can access via LACS on remote islands without the commercial network connectivity or where network access is extremely slow (see Figure 5-40 for a demonstration of LACS usage during a feasibility study in the Philippines). Feasibility studies of LACS have been carried out in Cordova, Philippines focusing on use cases such as e-education, disaster response, and platform-as-a-service. (see Figure 5-41).
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Figure 5-40: Location of LACS feasibility study
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Figure 5-41: Use case of “LACS”

Furthermore, to enhance the operational capacity of LACS and ensure its sustainable use in situations where the power supply is disrupted due to large-scale disasters or in remote areas of developing countries, we introduced the installation of LACS equipped with a solar panel to provide a constant power supply. Figure 5-42 shows LACS equipped with a solar panel, where Figure 5-43 illustrates user training and a demonstration test conducted during the feasibility study in Philippines. 
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Figure 5-42: LACS installed with a solar panel as power supply
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Figure 5-43: Users training and LACS demonstration test
5.3.3.2. [bookmark: _Toc196327710]Demonstration of X-FACE in a disaster drill in a Philippine’s Island
X-FACE is an enhanced version of LACS, specifically designed for disaster first responders, including the police, fire department, and other emergency services. To effectively support their activities during disasters, X-FACE offers functions powered by Artificial Intelligence (AI). Figure 5-44 illustrates an example of X-FACE's use in disaster response.
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Figure 5-44: Example of uses of X-FACE in disaster response

The X-FACE prototype was demonstrated and tested in the Inabanga Municipality on Bohol Island, Philippines (see Figure 5-45). The demonstration involved officials from the fire department, local government employees, citizens, and the Mayor of the Municipality. They accessed X-FACE using their smartphones and tried out functions such as image sharing, chatting, and voice/video communication. They found the system useful in disaster situations. 
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Figure 5-45: Mayor demonstrating X-FACE to the fire department, local government officers, and citizens (left-hand image), and a fire department officer carrying X-FACE (right-hand image)

5.4. [bookmark: _Toc196327711][bookmark: _Toc166599198][bookmark: _Toc196327712]Information and communications system using vehicle during disaster (V-HUB)
5.4.1. [bookmark: _Toc166599199][bookmark: _Toc196327713]System overview
V-HUB system is defined as an entire information and communication system using vehicles during disaster [APT/ASTAP/REC-02], [6], [7], [8]. The vehicle of V-HUB has engine or motor battery, and communication unit. The HUB of V-HUB means communications infrastructure for exchanging information. The V-HUB system has two types of interfaces, network interface for devices and application interface for applications (see Figure 5-46). The network interface is defined as a communication interface with various devices which are hardware that serve as a communication network node. The application interface is defined as a communication interface with various applications which are software enabling use cases. For further information, see Ref. [APT/ASTAP/REC-02].
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Figure 5-46: V-HUB system [APT/ASTAP/REC-02]

5.4.2. [bookmark: _Toc166599200][bookmark: _Toc196327714]Major capabilities
5.4.2.1. [bookmark: _Toc166599201][bookmark: _Toc196327715]Availability of different communication networks
V-HUB system has several network interfaces, such as wireless local area network (WLAN), beacon systems for vehicle to X (V2X), satellite communication system, communication system with the frequency range of white space, and cellular networks.
The WLAN has potential options, such as dual interfaces, concurrent mode, Wi-Fi Direct, and FILS, which can provide an inter-vehicle communication, vehicular ad-hoc network (VANET), and delay/disruption tolerant network (DTN). The beacon systems as the typical wireless media are used for Intelligent Transportation System (ITS), which can be referred to Association of Radio Industries and Businesses (ARIB) STD T109 [10] and IoT using sub-giga band, because communication distance and stability is better than higher band. The V-HUB system has three types of beacons; an alert delivery beacon, a rescue request beacon, and a rescue response beacon. The satellite communication system provides robust communication links to networks outside of disaster areas. A Very Small Aperture Terminal (VSAT) system is a strong candidate for V-HUB systems because the system uses low power satellite communication equipment that does not require trained and licensed personal to operate the terminal. White space is a band of spectrum that is allocated for a specific purpose, such as broadcasting, but it can be used for other purposes depending on geographic and technical conditions. The communication system with the white-space frequency range can provide long-range (10-17 km) communications for isolated disaster areas. In order to utilize cellular network, a mobile base transceiver station (BTS) for isolated areas provide ordinal mobile phone network services. In addition to these, administrative radio system for disaster use, electronic toll collection system (ETC system), vehicle information communications system (VICS), Bluetooth, and VHF low band (V-Low) system are also candidates for accessing the network in emergency situation.
5.4.2.2. [bookmark: _Toc196306539][bookmark: _Toc196318305][bookmark: _Toc196318429][bookmark: _Toc196306540][bookmark: _Toc196318306][bookmark: _Toc196318430][bookmark: _Toc166599202][bookmark: _Toc196327716]Acceptability of various applications
The applications provided by V-HUB system are, for example, messaging, tracking, streaming, and alerting.
Messaging is to share messages among citizens, responders and volunteers, such as SMS, SOS signaling, white board, public announcement, phone (E-call), conferencing and search/rescue through a Web service, dedicated applications, commercial applications, and an E-mail service. Tracking is to locate victims, responders and vehicle units and coordinate a rescue team. Streaming is useful to distribute video contents or to interactively talk among a command center, responders, and victims. Alerting is to deliver critical information that requires robust and immediate delivery, such as Earthquake Early Warning Alert.
5.4.3. [bookmark: _Toc166599203][bookmark: _Toc196327717]Use cases
Table 5-1 shows services applicable for V-HUB in Japan, which classifies the places of use and the vehicles applied there as well as disaster phase. The disaster phase shown in this table are preparedness, immediately before and after a disaster, acute phase, and recovery phase [7] , [8].

Table 5-1 Services applicable for V-HUB in Japan
	Place (vehicle)
	Preparedness
	Immediately before and after a disaster
	Acute phase
	Recovery phase

	Local government
	a) delivery of disaster preparedness information
b) collection of traffic data
c) safety driving support
	d) disaster warning
e) evacuation recommendation
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
j) evacuation lifting recommendation

	Fire department (Emergency vehicle)
	
	f) help call
	f) help call
	

	Hospital (Emergency vehicle)
	
	f) help call
	f) help call
	

	Disaster site (Disaster Medical Assistance Team (DMAT) vehicle)
	
	e) evacuation recommendation
	f) help call
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
j) evacuation lifting recommendation

	Evacuation center (Public disaster relief vehicle)
	
	
	g) disaster information notification
h) disaster information sharing
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
j) evacuation lifting recommendation

	Evacuation center (Nonemergency vehicle)
	
	
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
j) evacuation lifting recommendation

	Residential house, private road, facility for geriatric and disabled people (Nonemergency vehicle)
	a) delivery of disaster preparedness information
b) collection of traffic data
c) safety driving support
	d) disaster warning
e) evacuation recommendation
f) help call
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
j) evacuation lifting recommendation

	Public road, car parking space (Nonemergency vehicle)
	a) delivery of disaster preparedness information
b) collection of traffic data
c) safety driving support
	d) disaster warning
e) evacuation recommendation
f) help call
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
	g) disaster information notification
h) disaster information sharing
i) safety confirmation
j) evacuation lifting recommendation



Overview of these services is shown below.
a) Delivery of disaster preparedness information
In ordinary times, meant before disaster happen, information on disaster preparedness is distributed by a local government to residents and nonemergency vehicles. The nonemergency vehicle means vehicles that are not for emergency use, such as residents' general vehicles and public transportation vehicles. The information distributed includes hazard maps (tsunami, flood, landslide and inland water) and information on evacuation centers. This aims for early safe movement and evacuation.
b) Collection of traffic data
From ordinary times to disasters, meant just disaster happened, ITS roadside units receive ITS on-board messages and acquires data for nonemergency vehicles. The information distributed includes traffic data. These are useful for early safe movement and evacuation. This makes it possible to provide warning information to following vehicles on the road, thereby preventing falling object accidents and secondary accidents.
c) Safety driving support
From ordinary times to disasters, roadside sensors, which may be called smart pole, detect moving vehicles, such as four-wheeled vehicles and two-wheeled vehicles, in each direction to ensure safety by avoiding accidents. The information distributed includes moving object identification. This can prevent accidents at intersections and at pedestrian crossings.
d) Disaster warning
Immediately after a disaster, disaster preparedness information is distributed from local government to residential houses and nonemergency vehicles. The information distributed includes hazard maps (tsunami, flood, landslide and inland water) and information on evacuation centers. The warning information aims to achieve early safe movement and evacuation.
e) Evacuation recommendation
Immediately after a disaster, evacuation recommendation is distributed from local government to residential houses, road administrators, and disaster sites for nonemergency vehicles, public disaster support vehicles and emergency rescue vehicles. The information distributed includes types of warnings and distribution information, information from the Disaster Information Sharing System (L-Alert) [9]. The recommendation enables early safe movement and evacuation.
f) Help call
Immediately after a disaster and during the acute phase, help calls are received and distributed through intercommunication between local government, residential houses, road administrators and disaster sites for public disaster relief vehicles and emergency vehicles. The information distributed includes emergency call (e.g. fire service (119) and Maritime Service Agency (118) in Japan), Net119 call, information from L-Alert, and vehicle emergency call system (eCall). These can achieve early safe movement and evacuation.
g) Disaster information notification
During acute and recovery phases, disaster information is sent to police and fire departments, disaster sites, road administrators, and residences for nonemergency vehicles, public disaster response support vehicles and emergency rescue vehicles. The distributed information includes disaster status, evacuation center status, traffic information, and L-alert. This notification aims to achieve early safe movement and evacuation.
h) Disaster information sharing
During acute and recovery phases, disaster information is sent to police and fire departments, disaster sites, evacuation center, road administrators and residences for nonemergency vehicles, public disaster response support vehicles, and emergency rescue vehicles. The distributed information includes disaster area and status (METHANE report), evacuation center status, traffic information, and L-alert. Here, METHANE represents a term coined from initial letters of Major incident, Exact location, Type of incident, Hazard, Access, Number of casualties, and Emergency services. Information sharing helps early safe movement and evacuation.
i) Safety confirmation
During acute phase, safety confirmation information is sent to police and fire departments, disaster sites, evacuation center, road administrators, and residences for general vehicles, public disaster response support vehicles, and emergency rescue vehicles. The information distributed includes safety search results, number of people in each shelter, information from L-Alert. Ｅarly and reliable safety confirmation must be helpful to not only victims but also first responders.
j) Evacuation lifting recommendation
During recovery phase, evacuation lifting recommendation is sent to local government, police and fire departments, disaster sites, evacuation centers, road administrators, and residential houses for nonemergency vehicle, public disaster response support vehicles, and DMAT emergency rescue vehicles. The distributed information includes lifted evacuation area and level, information from L-Alert. The recommendation ensures early and reliable contact.

Some examples of V-HUB use cases in times of disaster in Japan are shown below [8].
5.4.3.1. [bookmark: _Toc166599204][bookmark: _Toc196327718]Evacuation support and evacuation guidance for the vulnerable
Evacuation support for vulnerable people and evacuation guidance for general victims in the affected area and the shelter are one of use cases of V-HUB. As shown in Figure 5-47, evacuation assistance for vulnerable people by vehicle is effective immediately after a disaster or in the acute stage.
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Figure 5-47: Evacuation support

As shown in Figure 5-48, route suggestion and support to the vehicles for evacuation are effective by means of traffic control and smooth evacuation, immediately after a disaster or during the acute phase.
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Figure 5-48: Evacuation route guidance

5.4.3.2. [bookmark: _Toc166599205][bookmark: _Toc196327719]Discovering victims
Discovering victims in the event of disaster is enabled by communicating over help calls from victims to first responders, and alerts victims in lifesaving activities in disaster-stricken areas. As shown in Figure 5-49, the use of public disaster relief vehicles to alert and respond to rescue calls is effective immediately after a disaster or in the acute stage.
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Figure 5-49: Alert support for discovering victims

5.4.3.3. [bookmark: _Toc166599206][bookmark: _Toc196327720]Isolated areas communication
In the event of disasters, victims in shelters and local residence in isolated areas could not communicate with outside areas. The isolated area communication can provide means of communication to help calls from victims to first responders and to alert victims in lifesaving activities in the disaster areas and the shelters (especially isolated areas). As shown in Figure 5-50, public disaster relief vehicles with satellite communications are effective in isolated areas due to disasters
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Figure 5-50: Communications for isolated areas

In addition, transmission of disaster information by bucket relay transmission, like DTN, by automobile is effective in isolated areas due to disasters.
5.4.3.4. [bookmark: _Toc166599207][bookmark: _Toc196327721]Power supply support when staying overnight in a vehicle
In the event of disasters, some victims stay in own vehicle if their houses could not be used. This use case is useful for power supply to vehicles staying overnight in a vehicle at a shelter in the evacuation centers. As shown in Figure 5-51, use of a car and support of power supply to important facilities and overnight in a vehicle is effective for evacuees staying overnight in a vehicle at a shelter.
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Figure 5-51: Power supply support

6. [bookmark: _Toc166599208][bookmark: _Toc196327722]Guideline for system design
According to Refs. [ITU-D Q5/2 Final Report 2017] and [ITU-D Q5/2 Final Report 2021], in general, telecommunications. ICTs play a pivotal role in disaster prevention, mitigation, and management. ICTs are essential for the purpose that effective disaster management requires timely and effective sharing of information between various stakeholders. They are a source of support in all phases of disasters, including prediction and early warning. ICTs play a major role in informing the public about the risks of a potential or impending disaster, disseminating information once a disaster occurs, and enabling the continuity of business and social activities once the recovery begins.
Since this APT report mainly focuses on the resilience enhancement “of” ICT system with a private network (see Sec. 2.), the requirements of the system design should be clarified in this report. In general, the most important aspects of system resilience are “Sustainability” and “Early recoverability”. Sustainability indicates how the system can persist in the face of abnormal situations, including disaster, and early recoverability indicates how quickly the system can be restored if some or all of its functions fail. Even at the expense of efficiency, it is required to use the system as long as possible and to restore it quickly in an emergency situation. For using systems safely, its “Security & safety” need be maintained even in the event of a disaster. As using practical matter, most systems cannot be used in an emergency if the user is not familiar with them, so system “Usability” is another important factor. Table 6-1 summaries system requirements for “Sustainability”, “Early recoverability”, “Security & safety”, and “Usability”, which will be explained in detail in the following subsections.

TABLE 6-1 Summary list of system requirements
	General requirements
	Key requirements
	Optional requirements

	Sustainability
	· Stand-alone operation
· Autonomous-decentralized controllability
· Application-level collaboration
· Redundancy in communication means
	· Upgradeability
· Compatibility
· Battery operation
· “Security & safety”

	Early recoverability
	· Server virtualization
· Network virtualization
	· Interchangeability
· Interoperability
· Autonomous reconfiguration 
· Data interoperability
· Portability
· “Usability”

	Security & safety
	· Control of access
· Confidentiality of communications
	· Protection against cyber attacks
· Indestructibility 
· Environmental resistance
· Protection against electric shock

	Usability
	· Familiarization
	· Ease of use
· Easy operation and maintenance
· Easy migration



6.1. Sustainability
In terms of “Sustainability”, major requirements are the ability to maintain system functionality when disconnected from the public network (stand-alone operation) and the ability to maintain system functionality with only the remaining equipment (autonomous-decentralized controllability). Based on this, the ability to collaborate at the application level between nearby devices (application-level collaboration) is also required. It is also desirable to be able to use a variety of different means of communication, such as LPWA, cellular, Wi-Fi, and bluetooth, as some may not be available in the event of a disaster (redundancy in communication means). These allow the system to survive as long as possible.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In addition, it may be useful to be able to migrate to new ones (upgradeability) or to be compatible with different ones (compatibility) in order to comply with the “Sustainability”. If the system has battery powered, it is possible to continue using the system during power outages (battery operation). Moreover, “Security & safety”, discussed in Sec. 6.3., would be one of the requirements of the “Sustainability”.
6.2. Early recoverability
In terms of “Early recoverability”, major requirements are the ability to share servers for multiple purposes (server virtualization) and the ability to share the network for different purposes and change the network depending on the application (network virtualization). These allow the system to be used for a variety of purposes and shared with a variety of institutions.
In addition, to meet “Easy recoverability”, it performs quickly replacing broken parts (interchangeability), or connecting with a variety of things (interoperability). It is desirable that the system operation be capable of autonomous reconfiguration without human intervention (autonomous reconfiguration). In addition, to share information quickly and accurately between different organizations, it is beneficial to determine how to ensure interoperability of data in different formats, to standardize data formats and operational methods, and to automate data processing (data interoperability). If the system is portable, it can be taken to a place where nothing is missing due to a disaster (portability). Moreover, “Usability”, discussed in Sec. 6.4., would be one of the requirements of the “Early recoverability”.
6.3. Security & safety
In terms of “Security & safety”, major requirements are the ability to restrict access to systems and data (control of access) and the ability to keep confidentiality of communications.
In addition, it may be beneficial to be prepared for cyber-attacks, just in case (protection against cyber-attacks). It is also beneficial to be resistant to breakage (indestructibility) and environmental conditions such as water and dust (environment resistance). In some cases, it may be advisable to have measures against electric shock (protection against electric shock).
6.4. Usability
In terms of “Usability”, major requirement is the ability to be used not only in times of disaster, but also in normal times (familiarization). This allows users to be familiar for systems in the event of a disaster.
In addition, the system should be easy to use with an intuitive user interface (ease of use), easy to operate and maintain without the need for specialists (easy operation and maintenance), and easy to migrate to new systems (easy migration).

7. [bookmark: _Toc166599209][bookmark: _Toc196327723]Conclusion
[bookmark: OLE_LINK3]In the case of disasters, public telecommunication might black out since telecom infrastructure is affected by disasters. Even in such situations, first response activities should be continued in effective ways to save human lives as much as possible. Local-area resilient information sharing and communication can be a solution for providing telecommunications among first responders and between them and victims.
This APT report introduced local-area resilient information sharing and communication systems and use cases as practical usage in APT member countries, and provided an guideline for implementing local-area information sharing and communication system without public network services in peacetime and during/after disaster, resilient capabilities and specifications based on both network-layer and information-layer technologies, and use cases, mainly focusing on the resilience enhancement “of” ICT system with a private network.
This APT report will contribute to the design of resilient information and communication systems in the future. This hopes to help APT members to construct strong resilient communication systems for saving human lives as much as possible in future disasters.
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