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1. [bookmark: _Toc516739910]Introduction

The number of Internet protocol (IP) services continues to drastically increase, and telecom carriers have been willing to efficiently accommodate their client traffic. The transport network provides transparent transmission of client data traffic and needs to accommodate such growing bandwidth demand and support rapid service deployment of application providers with real-time responsiveness to capacity or quality of service changes. Transport networks are therefore expected to have more capacity, flexibility, reliability, and functionality as well as further cost reduction to accommodate new and various rapidly growing network services, including IoT and 5G mobile. 

Application and service providers need edge-to-edge connections with guaranteed service level agreements (SLAs), including bandwidth, delay, availability, and error performance, over multiple types of transport technologies, including OTN, Ethernet, and MPLS-TP. Software-defined networking (SDN) is a promising technology that has the possibility to add flexibility, reliability, and functionality through the programmability of transport networks. Therefore, architectures, interfaces, models, and protocols of transport networks with SDN are actively discussed in many standards development organizations (SDOs), including ITU-T SG15, Open Networking Foundation (ONF), and Internet engineering task force (IETF).

To effectively input requirements of APT members to these SDOs, it is useful to have a common understanding and create requirements of the transport networks in APT. This APT report aims to provide useful information to APT members in specifying and deploying future transport networks based on SDN.

2. [bookmark: _Toc516739911]Scope

This report describes current situations and demands for transport networks in the APT region based on an investigation involving a questionnaire dispatched to telecom carriers and gives an overview of the technology and standardization of transport networks based on SDN.

[bookmark: _Toc516739912]Abbreviations and acronyms

CIM	Common Information Model
CPI	Control Plane Interface 
DC	Data Center
DWDM	Dense Wavelength Division Multiplexing
EMS	Element Management System 
IETF	Internet Engineering Task Force
IF	Interface
IM	Information Model 
IP	Internet Protocol
MCC	Management-Control Continuum
MPLS	Multi-Protocol Label Switching
MPLS-TP 	MPLS Transport Profile
NE	Network Element
NMS	Network Management System
OAM	Operation, Administration & Maintenance
ONF	Open Networking Foundation
OSS	Operation Support System
OTN	Optical Transport Network
RFC	Requests for Comments
SDH	Synchronous Digital Hierarchy
SDN	Software-Defined Networking
SLA	Service Level Agreement
SNMP	Simple Network Management Protocol 
UML	Unified Modelling Language
VN	Virtual Network

[bookmark: _Toc516739913]Overview of transport network technology

The transport network transmits client data traffic between connected client devices by establishing and maintaining point-to-point or point-to-multipoint connections between such devices, as shown in Fig. 1. The network may cover from metro to core backbone areas and consist of layer-0 to layer-2. Layer-0 indicates optical fiber connection achieved by dense wavelength division multiplexing (DWDM) technology and layer-1 is by optical transport networks (OTNs) or synchronous digital hierarchy (SDH). Layer-2 uses packet network technologies including Ethernet and multiprotocol label switching (MPLS) or MPLS–transport profile (MPLS-TP). The MPLS-TP is a new packet transport network technology that uses existing MPLS data-forwarding mechanisms with enhancements in carrier-grade maintenance capability using operation, administration, and maintenance (OAM), simple network operation with a network management system (NMS), and network protection for robust and reliable services.

The transport network is basically independent of any higher-layer network that may exist between clients. In addition to client traffic, the transport network must carry traffic to facilitate its operation necessary for connection control, OAM functions, NMS, and protection. 

[image: ]

Fig. 1 Basic configuration of transport network


[bookmark: _Toc516739914]Current situation and requirements in APT region
It is essential to understand the current situations and requirements in transport-network operation for deploying SDN as an effective solution to transport networks. To this end, a questionnaire to survey these issues and future use cases was dispatched to telecom carries in the APT region, and their answers were compiled.

2.1 [bookmark: _Toc513995856][bookmark: _Toc516739915]Outline of questionnaire
Figure 2 outlines classification of issues and network environment for investigating the current situations and expected improvements in transport networks. The transport network may cover the core and metro areas and consists of a single or multi-vendor configuration. The transport technology may be a combination of OTN/SDH, Ethernet, and MPLS/MPLS-TP with an environment of single or multi-layer operation. The services accommodated may include fixed, mobile, enterprise, and data-center connections. Network operation is usually phased over several stages, including provisioning, monitoring, fault localization, and failure recovery. It is a significant issue for network operators to increase efficiency and reduce the time and cost of these operational actions. Some expected solutions are also shown in this figure for reference. Intelligent monitoring and fault localization may efficiently detect potential risks and sparse or silent failures in advance using stateful real-time monitoring and in-depth analysis. Intelligent recovery is achieved by efficient resource management over a wide network area. Automation by zero-touch configuration eliminates most of the manual labor involved with changing network resources and configuration. Intelligent margin design optimizes the redundant network-resource allocation and its periodic maintenance. Adaptive network design optimizes the network depending on quality, availability, and environmental conditions of services. Programmability and virtualization may drastically reduce time, cost, and effort in new service deployment and strongly support the solutions described above.
 [image: ]

Fig. 2 Categorization of high-level requirements and network environment








Based on the above discussions, a list of questions was created to clarify the points that telecom operators in the APT region are currently facing, as shown in Table 1.

Table 1
	No
	Question

	1 
	1-1. Do you want to reduce the time and workload of fault localization?

	2 
	1-2. What is the environment of this issue? 

	3 
	2-1. Do you want to reduce the time and workload of fault recovery? 

	4 
	2-2. What is the environment of this issue?

	5 
	Is the reason you need much time and heavy workload to localize/recover the fault due to “silent failure” or “intermittent failure”? 

	6 
	4-1. Do you want to reduce human errors? 

	7 
	4-2. What is the environment of this issue?

	8 
	5-1. Do you want to reduce the time and workload of provisioning?

	9 
	5-2. What is the environment of this issue?

	10 
	6-1. Do you want to reduce recovery time and on-site maintenance time by using flexible and automatic recovery methods (e.g., restoration) that can handle even multiple failures?

	11 
	6-2. What is the environment of this issue?

	12 
	7-1. Do you want to reduce backup resources (e.g., amount of transport equipment, components, and fibers) by sharing backup resources among some active communications (connections/paths) using flexible and automatic recovery methods (e.g., 1:N protection, restoration)?

	13 
	7-2. What is the environment of this issue?

	14 
	8-1. Do you want to reduce necessary resources (e.g., amount of transport equipment, components, and fibers) by using traffic optimization that can handle traffic fluctuation?

	15 
	8-2. What is the environment of this issue?

	16 
	9-1. Do you want to reduce the time, cost, and workload to deploy new network services? 

	17 
	9-2. What is the environment of this issue?

	18 
	Other issues.

	19 
	Which are your three most important issues?



Each question corresponds to phases of network operation:
· Monitoring phase (Q1, Q3)
Increase in time and work load of fault localization on the multi-layer/vendor/domain/technology environment due to difference in operations and increase in silent and intermittent failures, e.g., due to soft errors.
· Failure recovery phase (Q2, Q3, Q6, Q7)
Appropriate redundancy must be prepared for each component/function in the wide area network considering a balance between the failure rate of each component, redundancy level, and maintenance constraints to maintain high availability under sufficient cost effectiveness.

· Deployment & extension phase (Q4, Q5, Q6, Q7, Q8, Q9)
Miss operations due to human errors may still remain and be significant. Deployment or a configuration change of the wide area network requires enormous large amount of time and workload, and may deviate from an optimized configuration

2.2 [bookmark: _Toc516739916]Results of questionnaire
Figures 3 and 4 show the results for fault localization and recovery in terms of time and workload and network area, technologies, and services. It was clarified that almost all telecom operators have significant concerns with time and workload for fault localization and recovery actions. It seems they have problems mainly in the metro or aggregation network area as well as the core backbone area. In terms of technologies, IP/MPLS scores the highest number of assent and Ethernet follows it. The OTN slightly overwhelms MPLS-TP. The SDH is not of concern because it is already a legacy technology. The network services provided by the network operators listed in the questionnaire seem to have almost the same overall significance, while mobile service slightly exceeds others. 

Figure 5 shows the results regarding concerns with the failure mode. Most telecom operators are concerned with both intermittent and silent failures that complicate the detection, localization, and recovery actions in network operation. They also have strong concerns regarding human errors, as shown in Fig. 6, and the risk places in all the network areas, technologies and services, similar to the results obtained for fault localization and recovery.

Figure 7 shows the results regarding concerns with network provisioning. It is clear that most telecom operators have strong concerns with time and workload for provisioning. They seem to have problems in provisioning, especially in the metro or aggregation area and almost all the technologies including IP/MPLS, Ethernet, MPLS-TP, and OTN.

[image: ]
Fig. 3 Fault localization (Q1)

[image: ]
Fig. 4 Fault recovery (Q2)

Fig. 5 Failure mode (Q3)
[image: ]
Fig. 6 Human error (Q4)
[image: ]
Fig. 7 Provisioning (Q5)

A significant interest of telecom operators may be reduction in recovery time and on-site maintenance time by using a flexible and automatic recovery method (e.g., restoration) that can handle even multiple failures. Strong expectations for such a method were observed, as shown in Fig. 8, and its significance seems apparent in the metro or aggregation area. The demand is for all the listed technologies and in the following order of services; fixed line, mobile, enterprise, then inter-data-center. 

Figure 9 shows the concern with reduction in backup resources (transport equipment, components, and fibers) by sharing backup resources for an active connection/path, i.e., 1:N protection or restoration given using a flexible and automatic recovery method. The results also show a similar tendency as in Fig. 8 in terms of network area and technology.

Figure 10 shows the results on the reduction in necessary resources by means of traffic optimization that efficiently optimizes resource allocation depending on traffic fluctuations. The level of concern is still high and seems significant in the metro or aggregation area. The dependence on the technology is also similar to the results obtained from other questions. It seems such a demand is slightly higher in mobile services than in others.

Figure 11 show expectations regarding reduction in time, cost and workload when a new network service is deployed. Strong interest in this item is apparent for all telecom operators.

The questionnaire included a question on whether the telecom operator has single- or multi-layer and single- or multi-vendor operation. The answers showed that almost all use multi-layer and multi-vendor operations, which enhance the necessity of inter-operability between layers and vendors.
[image: ]

Fig. 8 Flexible and automatic recovery methods (Q6)

[image: ]

Fig. 9 Backup resource reduction (Q7)

[image: ]

Fig. 10 Traffic optimization (Q8)

[image: ]

Fig. 11 New network services deployment (Q9)

[bookmark: _Toc516739917]Overview of SDN

The increasing demand for telecommunications networks that can flexibly provide large-capacity traffic for rapidly changing business needs at a flat or reduced cost has resulted in the need for a new network technology. The concept of SDN is based on such a flexible network that is programmable by software and can virtually create any network functions flexibly on demand. The key points in the SDN architecture shown in Fig. 12 include:
· Decoupling of the control and data planes 
· Centralized network control
· Abstraction of the underlying network infrastructure for the applications
· Open interface connection of the multi-layer and multi-vendor network infrastructure components  

Such SDN technology has been developed for enterprise applications and successfully installed in data-centre networks to accommodate the rapidly increasing data traffic for cloud services. One problem in deploying such SDN technology into a telecom operator network is the difference in the scale of the network, including the number of nodes and links and the distance between network components. Another is the migration from the current network configuration to an SDN-based network.
 Figure 13 shows a basic configuration of an SDN-based transport network. SDN can be applied to wide area OTNs as “Transport SDN” to add flexibility and programmability by cooperating with controls of other layer networks (e.g., data-centre networks, IP networks). Transport SDN is a promising technology for network operators to reduce CAPEX/OPEX and time-to-market, especially in combination with other layers.
[image: ]
Fig. 12 Concept of SDN


The purposes of the application of SDN to transport networks are to:
· provide enhanced support for connection control in multi-domain, multi-layer/technology, and multi-level transport networks, including network virtualization, network optimization, and centralized restoration;
· enable technology-agnostic control of connectivity and the necessary support functions across multi-layer transport networks and facilitating optimization across circuit and packet layers; and
· by separating out the connection control aspect from the OSS/NMS, SDN can open an interface that allows it to be exposed to clients/servers without exposing the rest of the OSS infrastructure.

[image: ]

Fig. 13 Network configuration of SDN based transport network


Figure 14 compares the layer architecture between a conventional IP/MPLS-based network and MPLS-TP-based packet transport network with SDN. An IP/MPLS-based network has a distributed control plane that controls both IP and MPLS layers and conducts IP network operation through its traffic-engineering capabilities and many other features. However, integration of the control and data planes strongly depends on the vendor specifications and could make it difficult to deploy the SDN technology. In contrast, an MPLS-TP-based packet transport network has a layer architecture that completely separates the date plane from the control plane and facilitates the introduction of SDN technology to any layer independently, for example, to layer-3 and the lower transport layer. Separation of the IP layer also enables us to introduce the clustering layer-3 switches that have recently been developed for layer-3 switching in data-center networks at a drastically lower cost. Transport SDN is a subset of SDN-architecture functions comprising the relevant SDN architecture components–the data, control, and management planes, and the orchestrator.


[image: ]

Fig. 14 Layer architecture with SDN

 


Figure 15 categorizes possible requirements in network operation, scope, and quality/availability that may be achieved by introducing SDN
 [image: ]

Fig. 15 Requirements in network operation, scope, and quality/availability expected in SDN


[bookmark: _Toc516739918]Use cases of SDN

2.3 [bookmark: _Toc516739919]Bandwidth on demand for DC interconnect
Date-center interconnection requires a large amount of bandwidth with a large amount of fluctuation mainly due to virtual machine (VM) migration. If the SDN controller for a transport network can communicate and cooperate with that for a data center through the orchestrator, the transport-network resources can be flexibly and promptly provided to create an on-demand bandwidth, as shown in Fig. 16. 


[image: ]

Fig. 16 Bandwidth on demand for DC interconnect


2.4 [bookmark: _Toc516739920]Multi-layer traffic optimization
If SDN controllers for different layers are combined at the orchestrator, as shown in Fig. 17, the telecom operator can dynamically optimize the traffic routes by efficiently using traffic and topology information of the multi-layer networks. When a router in a network is highly loaded and has heavy traffic congestion, the orchestrator requests the SDN controller for transport to create a new optical path with a sufficient bandwidth and a route to bypass the router. Then the SDN controller for L3 (IP) can change the original route in layer-3 to avoid the router under heavy congestion.  


[image: ]

Fig. 17 Multi-layer traffic optimization


2.5 [bookmark: _Toc516739921]Multi-layer recovery
Conventional networks have a protection or restoration mechanism that works in each layer independently. If SDN controllers for transport, and L3 (IP) can cooperate through the orchestrator, as shown in Fig. 18, the migration of the router configuration can be operated with the path configuration in the lower layer when any failure occurs. Such cooperation between the SDN controllers and orchestrator can efficiently recover the traffic from failures over multi-layer networks. The re-configured path on OTNs can share the backup node or port on the L3 (IP) network. Such multi-layer operation with multi-layer topology and traffic information can achieve a highly automatic and flexible recovery and is especially useful when multiple failures or catastrophic damage occur during a disaster.

[image: ]

Fig. 18 Multi-layer recovery


[bookmark: _Toc516739922]Standardization of SDN

SDOs including ITU-T, Open Networking Foundation (ONF), and IETF are actively discussing the architecture, IF specifications, and protocols of transport SDN and cooperate with each other, as shown in Fig. 19. SDOs also collaborate with open source forums (e.g., ONOS, ODL) for accelerating technological development.
[image: ] 

Fig. 19 SDOs related to SDN

Figure 20 shows the standardization items discussed and specified in each SDO. ITU-T SG15 mainly discusses the architecture and generic information models, and ONF creates the IF specifications between SDN controllers. IETF discusses protocols (NETCONF, RESTCONF) and protocol-dependent information models (e.g., YANG model).
 [image: ]

Fig. 20 SDN standardization items and SDOs


2.6 [bookmark: _Toc516739923]Architecture
The SDN architecture is described with a hierarchy of SDN controllers inter-connected by a control plane interface (CPI), as shown in Fig. 21. SDN controllers provide logically centralized control of network resources, and the SDN applications control abstracted network resources. A server SDN controller presents a view of resources to its client(s) as virtual networks (VNs). A SDN controller may have multiple clients and servers and have both VNs and non-VNs in the management control continuum (MCC).
MCC functions provide transport network service and resource management and may be included in both the SDN controller and OSS/NMS. In transport SDN, the controller’s main function is management related to connection and routing control, while NMS/EMS functions typically contain management of transport network elements. [image: ]

Fig. 21 Architecture of SDN for transport networks (G.7702)


2.7 [bookmark: _Toc516739924]Interface
ITU-T SG15 and ONF collaborate in the architecture and IFs of transport SDN. The IFs for SDN are defined in Fig. 22 and developed according to the use cases and requirements compiled in ITU-T SG15 and ONF. 
ITU-T discusses the control plane IF that can recursively connect the control planes in different layers and technologies to cover a wide area network with virtualization on multi-vender/layer/domain/technology, as described in ITU-T Recommendation G.7702.
[image: ]

Fig. 22 Interfaces standardization

Figure 23 shows examples of such multi-layer and multi-domain network configurations with SDN controllers. The left figure shows a case in which an SDN controller for the optical layer (OTN) and that for the packet layer (MPLS-TP) are in parallel and connected through the high-level controller. The right figure shows a case in which the SDN controller for the OTN is directly connected to that for the MPLS-TP vertically., 
[image: ]

Fig. 23 Control plane connection by CPIs

These IFs include:
· Functional requirements, such as connection setting, discovery, topology management, alarm processing, and optical parameter setting.
· Information-communications specifications, such as name/ID space and information model.
· Performance requirements, such as recover time when the SDN controllers are used.
· Management of controller
ONF discussed IFs from the SDN controller to higher-level systems as the Transport-API shown in Fig. 24 to achieve functional requirements for the five services of topology abstraction, connectivity setup, path computation, network virtualization, and notification. The scope of the transport-API also includes a hierarchical controller stack.

[image: ]

Fig. 24 ONF Transport-API


2.8 [bookmark: _Toc516739925]Information model
An information model defines network resources that are the basis of IF specifications as objects in the style of unified modeling language (UML). ITU-T Recommendation G.7711 and ONF Common Information Model Technical Report (CIM TR)-512 define a protocol-neutral model that is independent of protocols or technologies to minimize the difference in the model. A model with basic functions has been created and will be further developed to include other functions such as performance, failure policy and management, OAM, and synchronization. An example of an information model is shown in Fig. 25. The topology is expressed by two objects, forwarding domain and link, and the forwarding function is expressed by two objects, forwarding construct and logical termination points, placed at both sides. Attributes, such as capability and state, are defined for each object for configuration.
  [image: ]
Fig. 25 Information model


2.9 [bookmark: _Toc516739926]Protocol and data model
A prospective protocol candidate for SDN is NETCONF described in IETF RFC6241, which is used to add/delete/modify the configuration of NEs. The protocol was developed to simplify CLI command automation and setup from the Simple Network Management Protocol (SNMP). A data model was also developed, the YANG model described in IETF RFC6020, to define the configuration and status for NETCONF, as shown in Fig. 26. The YANG model has an advantage in that the difference in setting and status is clear and has a configuration with simple layering. Discussions on the YANG model are progressing for each object such as topology, IF, and OAM. RESTCONF is a Representational State Transfer (REST)-based protocol that is used to access the data defined with the YANG model and stored by NETCONF. REST is a software-architecture style that uses HTTP, URI, JSON, and XML. RESTCONF defines a method to obtain the setting and status data and modify the status data, such as DELETE/PATCH/POST/PUT. It is provided with a simple IF and is compatible with statements specific to the YANG model.

[image: ]

Fig. 26 IETF NETCONF/YANG


[bookmark: _Toc516739927]Conclusion
It was practically clarified that telecom operators in the APT region have strong demands for reducing the cost, time, and workload in the operation of transport networks that accommodate OTN, MPLS-TP, Ethernet, and IP/MPLS technologies, and covering both metro or aggregation and core backbone areas. A new technology that achieves intelligent network operation as well as higher reliability and larger capacity accommodation was also clarified. Such demands will facilitate the development and deployment of SDN for transport networks, and telecom operators need to thoroughly survey the progress. Discussions on transport SDN in SDOs are currently based on use cases and requirements; thus, further inputs from the APT are expected to make the standards comprehensive worldwide.

____________
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